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ABSTRACT

Over the last years full-waveform inversion (FWI) has become an important tool in the list of pro-
cessing and imaging technologies available to the industry. For marine towed-streamer data, FWI is
typically applied using an acoustic approximation because S-waves do not propagate in water and
elastic effects in recorded data are generally assumed to be small. We compare acoustic and elastic
modelling and FWI for a field data set acquired offshore Angola over sediments containing a salt
body with significant topology. Forward modelling tests reveal that such geological structures lead to
significant mode conversions at interfaces and, consequently, to significant relative amplitude differ-
ences when elastically and acoustically modelled traces are compared. Using an acoustic approach
for modelling in FWI therefore leads to problems matching the synthetic data with the field data,
even for recorded pressure data and with trace normalisation applied. FWI is unable to find consis-
tent model updates. Applying elastic FWI leads to more consistent and reliable model updates with
less artefacts, at the expense of additional computation cost. Although 2D marine towed-streamer
data are least favourable for the application of FWI compared to 3D data or ocean-bottom data, it is
recommended to check on the existence of elastic effects before deciding on the final processing and
imaging approach.

INTRODUCTION

Over the last years we have seen the industry move toward full-wavefield imaging, employing for instance
full-waveform inversion (FWI) to obtain high-resolution parameter models of the subsurface. As opposed
to ray-based methods such as tomography, which often only use kinematic information of the data, FWI
tries to exploit both the phase and amplitude of the seismic waveforms. Basically, it does so by comparing
forward-modelled data using initial parameter models with data acquired in the field and iteratively updat-
ing the models until a good match of the two data sets is achieved. While FWI itself is not a new method
(see, e.g., Tarantola, 1984), only recent advances in computer technology have made this computationally
demanding method applicable to larger field data sets. In doing so, the industry typically applies an acous-
tic approximation, at least for marine towed-streamer data, which requires two initial parameter models,
namely the P-wave velocity (vP ) and the density (ρ). In this work we compare such an approach with elas-
tic FWI where in addition to aforementioned parameter models we also require the S-wave velocity (vS).
In both the acoustic and elastic approach additional wave propagation effects, such as anisotropy or atten-
uation, can be taken into account. However, there is a limit to the number of parameters that can reliably
be inverted in practice due to, for instance, so-called cross-talk, lack of available offsets or cycle-skipping
issues, to name a few. Often, only the P-wave velocity is actually inverted while other parameters are
treated as passive parameters, i.e., they are subsequently deduced or kept constant throughout the process
(e.g., Brossier et al., 2009).
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There are various publications showing the successful application of FWI to synthetic and field data:
For instance, Warner et al. (2013) describe the application of acoustic FWI on a 3D 4C ocean-bottom data
set, or Xiao et al. (2016) present acoustic FWI results for a 2D broadband line acquired offshore Gabon
using variable-depth streamers. An elastic FWI application on ocean-bottom field data has been shown
by, e.g., Vigh et al. (2014). Most authors focus on the velocity parameters. Although the importance
of density is well known (e.g., Plessix et al., 2013), only few authors were able to show a successful
density inversion, even for synthetic data (Jeong et al., 2012). There are hardly any publications of elastic
inversion for marine towed-streamer data; such data are often assumed to be well handled by an acoustic
approximation. However, as we will show later on, this is not always the case. Köhn et al. (2012) show
a synthetic, elastic study using the Marmousi-II model in a marine environment with velocity receivers.
Shipp and Singh (2002) present an elastic inversion strategy for wide-aperture streamer data, but focus
only on the vP result. In another publication Lu et al. (2013) show a promising synthetic case study for an
elastic FWI of marine pressure data, but no actual field data application.

In this work we examine the use of elastic FWI on a towed-streamer 2D field data set acquired over
a complex salt structure, and compare the results to acoustic FWI. Our main focus is on the sediment
structures above the salt and the top of salt (TOS). After explaining our FWI methodology in more detail,
we present the data and initial parameter models, investigate some of their properties through forward
modelling tests, and run synthetic as well as field data inversions. Finally, we draw some conclusions based
on these results and comparisons. In general, elastic inversion of 2D streamer data acquired over complex
geology in fairly deep water is rather challenging, as such an acquisition scenario is least favourable for
a successful FWI application; there are hardly any diving waves recorded at all, even with a 10 km-long
streamer. However, it may open opportunities to investigate and reprocess older 2D data sets in order to
obtain additional useful information.

FWI METHODOLOGY

For the modellings and inversions shown in this study we use a 2D elastic FWI code developed by Köhn
(2011). It is based on a 2D finite-difference (FD) scheme in the time domain (e.g., Tarantola, 1984). The
forward modelling code was originally developed by Bohlen (2002). The propagation of elastic waves is
modelled on a standard staggered grid (e.g., Virieux, 1986; Levander, 1988) in the stress-velocity formula-
tion. Reflections at the boundaries of the model are avoided by means of convolutional perfectly matched
layers (CPMLs) implemented in the code (Komatitsch and Martin, 2007; Martin and Komatitsch, 2009).
In addition, a free-surface condition is applied, originally proposed by Levander (1988) and updated by
Robertsson et al. (1995). This free-surface condition minimises the size of the model by avoiding the need
for an additional air layer with absorbing boundary.

In order to quantify the data misfit of the field data and the modelled data, a least-squares norm of the
normalised wavefields is used, as suggested by Choi and Alkhalifah (2012). The trace normalisation is
applied to both, the synthetic and the field data, and reduces the effects of amplitude decay with offset
produced by, e.g., geometrical spreading and anelastic effects. Together with the source wavelet inver-
sion, this normalised L2-norm proved to be more robust for field data than the ordinary L2-norm without
normalisation (Przebindowska, 2013). The normalisation does not affect time-varying relative amplitude
differences within a trace. Such differences can be generated by elastic effects and 3D effects not taken
into account in the modelling. In order to correct for the 3D spreading effects not considered in 2D forward
modelling, a 3D-to-2D transformation, proposed by Forbriger et al. (2014), is applied to the field data. It
corrects for both amplitude and phase differences between 2D and 3D wave propagation. The quality of
the 3D-to-2D transformation in the context of elastic FWI of marine streamer data was investigated by
Köhn (2011) using the marine elastic Marmousi2 model. It was discovered that small-scale artefacts in
the reconstructed P-wave, S-wave velocity and density models at shallow depth (below seafloor) may lead
to a loss of resolution. Large structures and laterally extended layers, however, are still identifiable in the
reconstructions.

To ensure an accurate comparison of the field data and forward-modelled synthetic data, the determina-
tion of the source wavelet plays an important role for a successful FWI application. Pratt (1999) proposed
an iterative, linear least-squares optimisation inversion for the source signature. The method is based on
a deconvolution of the field data and synthetic data in the frequency domain. We use a stabilised version
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of his approach in our code (see, e.g., appendix A in Groos, 2013) and denote it as source-time-function
(STF) inversion throughout the paper.

For the calculation of the Fréchet derivatives, the adjoint approach is used (Tarantola, 1984; Mora,
1987; Tromp et al., 2005; Plessix, 2006). For a detailed description of how the gradients are calculated, we
refer the reader to Köhn (2011). After the gradient calculation, a step length is determined. This parameter
scales the update of the model. We use a parabolic line-search method as proposed by Nocedal and Wright
(1999). Before the actual update is performed, the gradients are weighted (masked); for instance, in our
examples the water column was assumed to be known and not updated in FWI. Thus, acquisition footprints
can largely be prevented in the inverted models (Thiel, 2018).

In order to avoid cycle-skipping as best as possible, a multiscale approach is used as described by, e.g.,
Bunks et al. (1995). Non-linearities are reduced by starting with low frequencies and gradually increasing
the frequency content of the inverted data. We start with a frequency band of 2–5 Hz and increase the
bandwidth in steps of 1 Hz up to 2–10 Hz. The small steps of 1 Hz proved to be more stable than using a
larger increment.

All FWI results shown in this paper present the final inversion result after convergence. The conver-
gence is reached if the inversion can no longer reduce the relative misfit by more than 1 %. As a conse-
quence, inversion results can differ in the number of performed iterations. Please also note that in order to
be able to evaluate the differences in the results as best as possible, the number of inverted parameters was
kept as low as possible. Therefore, the acoustic inversion only includes the density and P-wave velocity,
whereas the elastic inversion additionally includes the S-wave velocity. However, further parameters such
as attenuation and anisotropy were not inverted. These parameters also influence the elastic and acoustic
FWI results but are not discussed in detail in this work.

DATA AND MODEL

The data set used in this work was provided by Petroleum Geo-Services (PGS). It was acquired offshore
Angola, West Africa using a 2D single-streamer acquisition geometry. The source depth was 8 m, the
dual-sensor streamer depth was 20 m, the distance from the centre of the source to the centre of the first
hydrophone group was 100 m, and the streamer had a total length of about 10 km. A hydrophone distance
of 12.5 m results in 804 receivers per shot. The subset of the data used here covers a profile length of
20 km and uses 19 shots with a recording length of 12 s and a shot distance of 500 m. Thiel (2018)
investigated the impact of the shot decimation on FWI results; the setup chosen here turned out to be the
best compromise between quality of the results and computational cost. The data were already wavefield-
separated (Amundsen, 1993; Klüver, 2008), i.e., the upgoing wavefield without receiver ghost is used in
this work. Useful signal in the data can be observed starting at around 3–4 Hz. Figure 1 shows an exemplary
shot gather (full offset range) and various filter panels. Each filter panel adds one octave. All shot gathers
typically exhibit quite complex event patterns with diffraction-like events appearing and disappearing along
the line, often caused by the salt structure with its strong topology.

In addition to the seismic prestack data, we were provided with a P-wave velocity model optimised
by migration velocity analysis (Figure II), and the associated final Kirchhoff migration result (a zoom is
shown in Figure II). In the migration result, several distinct layers in the sediments above the salt are visible.
Therefore, we expect similarly shaped updates in the inversion results. The initial parameter models for
all inversions are shown in Figure 2, left column. The P-wave subsurface model (Figure II) is composed
of a 3 km water column (vP =1490 m/s; white colour), followed by sediments with increasing velocities
(gradient; blue colour to orange colour). Inside the sediments, a continuous salt structure (4500 m/s; red
colour) of up to 4 km thickness with complex topology and varying thickness is included. The S-wave
model (Figure II) and the density model (Figure II) were obtained by applying an empirical relation after
Gardner et al. (1974) and vP /vS-ratios from literature (Bourbié et al., 1987). The stars at the surface denote
the shots used in the inversions. Receivers are located to the left of each shot, i.e., the vessel’s movement
was from left to right. These models do not only serve as starting models in all inversions but the smooth
P-wave model was also used for the final migration.

Figure 2, right column, shows the models used to generate data for synthetic tests. As opposed to the
starting models, these models contain a rather prominent, distinct layer in the sediments above the salt,
based on interpretation of the structural image. The high-velocity layer is about 100 m thick, i.e., the
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(b) Frequency content of the low-pass filtered data (black area) in comparison to the full frequency content (dashed line).

Figure 1: Exemplary shot gather plotted in the time and frequency domain, filtered with different corner
frequencies. Each filter panel adds one octave. The data were filtered with a 6th-order low-pass Butterworth
filter with the cutoff frequency given in the title of each panel.
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thickness of the additional layer equals about half the wavelength for the maximum frequency of 10 Hz
considered in the inversion later on. Due to the relatively strong velocity contrast, the layer adds another
strong reflectivity feature to the model. The density and S-wave velocity models shown in Figure II and
II, respectively, were updated accordingly as outlined above. One goal of the synthetic inversion tests is to
determine the ability of FWI to find this structure.

FORWARD MODELLING TESTS

In order to study the influence of elastic properties of the model, in particular mode conversions, we cal-
culated acoustically and elastically forward-modelled wavefields. The wavefields were propagated in the
initial models shown in Figure 2, left column. Snapshots for an exemplary shot, taken at time t = 4.44 s,
are displayed in Figure 3. For better orientation, the sea floor and the TOS, picked from the migrated im-
age, are displayed as black lines. To ensure comparability, all snapshots are scaled equally. The upper two
plots (Figure II and II) show the energy of the compressional waves of the acoustically and elastically mod-
elled wavefields, respectively. Figure II shows their difference. The S-wave energy, plotted in Figure II, is
obviously only available in elastic modelling and zero for acoustic modelling (hence not displayed).

The difference plot shows the discrepancy in P-wave energy for acoustic and elastic modelling. Since
water is assumed purely acoustic, the direct wave is identical in both the acoustic and elastic simulation,
i.e., the direct wave is not visible in the difference plot. Also, the reflection of the sea floor is hardly visible
in the difference plot as only little energy is converted into S-waves. Most of the differences appear in the
reflection from the TOS (annotated as salt reflection in Figure II), i.e., significant energy is mode-converted
when hitting the TOS. From the high amplitudes in the difference plot we conclude that elastic effects in
the presence of salt are significant, even for towed-streamer data where only pressure changes are recorded
by hydrophones in the water column. The effect does not reveal itself as additional events that get recorded
by the hydrophones. By comparing the wavefield snapshots it can be observed that the main part of the
converted energy is trapped in the sediments between the sea floor and the TOS, or transmitted into the salt
layer. Therefore, the main differences in the recorded wavefields at the surface are the changes of relative
amplitudes of events. This can be observed in particular for the salt reflection and the diffractions from the
top of salt (see Figure II). Consequently, we expect that acoustic FWI will not be able to fit the amplitudes
of forward modelled data and field data correctly even within one trace, normalised or not.

INVERSION TESTS

In order to check the FWI performance that can be expected for the given model and acquisition geometry,
a synthetic test was conducted prior to starting any field data inversion. The synthetic reference data used
as input for the inversion were simulated using elastic forward modelling in the models shown on the right-
hand side of Figure 2, i.e., the models including the thin high-velocity layer in the sediments, indicated by
the migration result. The acquisition geometry was based on the actual geometry of the field data, and we
added 10 % of random noise to the simulated seismograms. Actual field data often also contain coherent
noise; such noise should be removed or attenuated as best as possible prior to running FWI unless it can
be modelled with sufficient accuracy. As starting models for FWI, the models without the high-reflectivity
layer in the sediments were used. The inversion started in a frequency band of 2–5 Hz. The bandwidth was
increased in steps of 1 Hz after a minimum of 8 iterations until 2–10 Hz was reached.

The results of the acoustic and elastic inversions are displayed in Figure 4. The inversion results of the
input data show no considerable updates in the left part of the model between 0–5 km. This is caused by
the acquisition geometry and shot selection, as the shots are located only in the right half of the model and
no waves recorded at the corresponding streamer locations travelled through that part of the model. In the
acoustic results (left column) for model coordinates x = 15–20 km, the inversion increased the velocity
and density at the location of the high-contrast layer in the sediments. The actual density values of the
distinct layer are overestimated by up to 20 %. In the central part, no such layer is visible due to various
artefacts. The artefacts in the density model exhibit large contrasts of up to 1500 kg/m3 within a range of
just 100 m and obscure all updates of the sediment layers. The same happens in the velocity result. In other
words, the results are unreliable.

In the elastic inversion results the high-contrast layer is outlined considerably better. Apart from the left
side as mentioned above, the layer is visible over the full horizontal dimension of the model. The actual
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(a) Initial P-wave (vP ) model.

x in km

d
ep

th
 i

n
 k

m

 

 

0 2 4 6 8 10 12 14 16 18

0

1

2

3

4

5

6

7

m/s
1500 2000 2500 3000 3500 4000 4500 5000

(b) True P-wave (vP ) model.
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(c) Initial S-wave (vS ) model.

x in km

d
ep

th
 i

n
 k

m

 

 

0 2 4 6 8 10 12 14 16 18

2

3

4

5

6

7

8

m/s
500 1000 1500 2000 2500

(d) True S-wave (vS ) model.
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(e) Initial density (ρ) model.
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(f) True density (ρ) model.

Figure 2: Initial models (left column) and models used to generate synthetic data (right column) for various
tests shown in this work. The initial models serve as starting models for all inversions; the initial P-wave
velocity model was used for Kirchhoff migration. Stars denote shot positions used for inversion tests. The
salt structure with its complex topology is clearly visible in all parameter models.
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(a) Energy in compressional waves, acoustic forward modelling.
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Figure 3: Comparison of acoustic and elastic forward-modelled wavefields. Snapshots of the forward-
simulated wavefield in the initial model shown in Figure 2, left column, at t = 4.44 s. The first contour
line in black represents the sea floor reflector, the second contour line is the top of salt. All amplitudes are
normalised equally.
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Figure 4: Synthetic inversion test up to 10 Hz. Left column: acoustic inversion of P-wave velocity vP and
density ρ; right column: the corresponding elastic inversion results.

values of the layer were fitted much better and are no longer overestimated. Noise is visible as small-scale
artefacts, appearing in most areas of the model, but significantly reduced compared to the acoustic case. In
contrasts to the density and P-wave velocity updates, the updates of the S-wave velocity (not shown here)
are only weak. The reason for this is that almost no energy from converted S-waves is converted back to
P-waves at the sea floor and then propagating through the water layer towards the surface which can be
verified by looking at the divergence and curl wavefields, representing the P-wave part and S-wave part of
the full wavefield. The main effect of the elastic reconstruction is on amplitudes, i.e., the loss in P-wave
energy due to mode conversions is taken much better into account, as expected.

FIELD DATA INVERSIONS

In the following, we are going to compare FWI inversion results for both the acoustic and elastic approach.
Obviously, given different starting models, different modelling engines, different inversion schemes, and,
in general, being able to fit different parts of the total wavefield using the two approaches, it is not easy
to run a fair comparison. As outlined earlier, we have chosen to let each individual inversion meet the
convergence criterion, i.e., the data misfit in the corresponding inversion could no longer be reduced in
a significant way. As a consequence, the final number of iterations specified below differs between both
approaches.

Acoustic FWI

The results of the acoustic field data inversion are shown in Figure II-II. The same starting models as used
for the synthetic tests (see Figure 2) were utilised here. The inversion of the vP parameter updated only
long-wavelength structures in the sediments above the salt. There is, apart from the rightmost part of the
inversion result, no distinct high-velocity layer visible. The density model shows some more detail but in
general all updates appear blocky and are clearly dominated by artefacts. Also, the introduced contrasts are
very high with, for instance in some parts of the inverted density model, a change of almost 1000 kg/m3
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within a few hundred metres. This was already observed in the synthetic example and can be explained by
the acoustic inversion trying to fit amplitudes using data with elastic effects. Due to the good starting model
optimised by migration velocity analysis and the availability of fairly low-frequency data, cycle-skipping
was no major issue, at least for the region of interest up to the salt body itself. The acoustic inversion
was able to reduce the initial data misfit by only 22 % in 60 iterations, up to aforementioned frequency of
10 Hz. No further improvements could be achieved even when higher frequencies were included or more
iterations were run. The misfit remained high as the inversion was unable to find consistent model updates.

The data fit for three exemplary traces with varying offset from shot 7 is plotted in Figure II. The
field data are displayed in black while the forward-modelled data using the final inverted parameter models
are shown in red. Some of the main events could be fitted but, in general, many events do not match,
neither in phase nor in amplitude. The same can be seen by comparing the field data and the modelled
shot gather using the inverted parameter models, see Figures II and II. Only the main features match and
there are clear amplitude differences that can already be seen visually. A comparison of the STF inversion
results (Figure II) also exhibits inconsistencies, especially in the central part of the utilised shot range.
These differences indicate insufficiencies in the model and/or the modelling approach. For marine data and
sufficiently accurate parameter models, we would expect the inverted STFs to match fairly well over the
entire survey. Clearly, the acoustic FWI approach did not work very well in this case.

Elastic FWI

The results of the elastic inversion after 89 iterations (up to 10 Hz) of vP and ρ are shown in Figure II-II.
Due to the low sensitivity of S-wave velocity in the given streamer acquisition geometry the reconstructed
vS models suffer strongly from noise in the field data (Thiel, 2018). Reconstructions of vS are therefore
not shown. While we expect certain cross-talk between the parameters, the inversion has in general worked
much better than the acoustic inversion with fewer artefacts. In particular the density parameter shows
remarkable details. Some small-scale vertical artefacts are visible, caused by the acquisition geometry.
After 89 iterations the inversion was able to reduce the initial data misfit by almost 60 %.

In order to check the results, we show the same four additional plots as before: The data fit for the
three traces from shot 7 is plotted in Figure II, the STF inversion results are displayed in Figure II, and the
comparison of the field data and the modelled data using the final inverted parameter models are shown in
Figure II and II, respectively. We again display the field data in black and the forward-modelled data in red.
This time, the main events could be fitted in phase and amplitude, at least up to a certain traveltime which
includes our region of interest, namely the sediments and upper part of the salt body. The STF inversion
results show a much more consistent behaviour for all shots. No phase changes can be observed, only small
unconformities are visible for the central shots (shot 8-12). These unconformities can be traced back to
small errors in the location of the deep syncline in the salt between x = 9–11 km and the syncline above
in the seafloor. Due to the shallow location and strong contrast, also small location errors are mapped into
the inverted source wavelet.

The modelled data represent the field data much better than in the acoustic case. The overall amplitude
balance has clearly improved. The mid-offset range still has higher amplitudes in the field data compared
to the modelled data, though.

Direct comparison

Figure 7 shows zoomed sections of the vP and ρ results of both the acoustic and elastic full-waveform
inversion. For comparison, a Kirchhoff migration result using the full frequency content of the data and the
starting P-wave velocity model shown in Figure II is also plotted. Both density models were smoothed with
a horizontal Gaussian filter in order to decrease small-scale artefacts. Exemplary structures were picked
in the migration result and plotted as black lines over the FWI results. The location of the structures in
the FWI result does not necessarily have to match exactly with the migration result because the Kirchhoff
migration used the starting model for calculating traveltimes. In other words, the black lines should only
be seen as guidance. It should be noted that the initial velocity starting model for FWI represents the long-
wavelength features quite accurately. Events in common-image gathers (CIGs) are therefore already fairly
flat using the starting model, in particular above the salt where the focus of this work lies. Although the
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(b) Density ρ inversion result.
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Figure 5: Acoustic inversion results after 60 iterations, using the starting models shown in Figure 2 (left).
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(b) Density inversion result.
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Figure 6: Elastic inversion results after 89 iterations, using the starting models shown in Figure 2 (left).
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(b) vP model (elastic)
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(c) Migration result
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(e) ρ model (elastic)
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(f) Migration result (repeated)

Figure 7: Zoom of the acoustically and elastically inverted vP (a and b) and density ρ (d and e) models,
respectively. For comparison, a Kirchhoff migration result obtained with the starting model shown in
Figure II is shown (c; repeated in f). Exemplary structures were picked in the migration result and plotted
as black lines over the FWI results. Please note that the color bar in (a) and (b) has a smaller range compared
to the previous vP figures to better highlight the structures.

models inverted by FWI show much more detail, the migration result itself and the flatness of events in
CIGs do not change much in the area above the salt, even when a more sophisticated migration engine than
Kirchhoff migration is used. This phenomenon is well known, see, for instance, Allemand and Lambaré
(2015) for details.

The elastic FWI process has started to built up the high-contrast layer in the sediments, clearly visible
in the migration result. The layer was completely missing in the initial parameter models (see Figure 2,
left side) and hardly visible in the acoustic inversion. Especially the vP result improved considerably for
the elastic inversion. We believe that the large-scale features extending over a few kilometers are reliable,
whereas small-scale structures might be caused by insufficiency of assumed physics such as geometrical
spreading. The picked lines can be linked to inverted laterally extended structures in the sediments, which
was not possible in the acoustic vP result. All in all, in comparison to the acoustic results the elastic
inversion shows a more reliable image of large-scale subsurface structures.
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ATTENUATION

For all inversion results, no attenuation was included. Generally, the effect of attenuation of P-waves in our
model is small and in the water column and the salt body the attenuation can be neglected. The number
of P-wavelengths propagating in the sediments (average thickness below 1 km) is below 15 (see snapshots
of Figure 3). The small loss of amplitude with increasing frequency (low-pass filter) in the sediments can,
therefore, be mostly compensated by the Wiener filter STF inversion (see Groos, 2013). The influence
of velocity dispersion on the P-wave phases is also expected to be negligible in our case due to the small
number of wavelengths propagating in the sediments and the generally small velocity dispersion caused
by attenuation: at Q = 50 the velocity dispersion is significantly below 1 %. To be sure we also ran
reconstruction tests (not shown here) where we included attenuation in the sediments and found no relevant
effect on the reconstructed velocity model.

CONCLUSIONS

In this work we presented the application of acoustic and elastic FWI to 2D marine towed-streamer field
data acquired over a salt structure. It turned out that such data, which would traditionally be processed using
an acoustic approximation, required an elastic FWI approach to produce reasonable parameter models
and detect structures in the sediments that were otherwise obscured by artefacts. FWI has potential to
enhance older 2D legacy data sets only processed with standard ray-based methods; we can gain more
information about the subsurface provided low frequencies, sufficiently accurate starting models and/or
techniques to overcome cycle-skipping are available. Further improvements of the results may be obtained
by including anisotropy and/or attenuation in the modelling and possibly the inversion, but additional
constraints might be necessary in order to do so. Especially sediments are often affected by anisotropic
characteristics. Nevertheless, even assuming an isotropic elastic medium without attenuation, the inversion
was able to image all main structures in the density and vP models. We recommend to carefully check on
the existence of elastic effects also for marine-towed streamer data before deciding on the processing and
imaging strategy for FWI.
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