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ABSTRACT

Multiparameter stacking methods provide the foundation for many applications in seismic imaging.
One important example for such an application is prestack data enhancement by partial common
reflection surface (CRS) stacking. Currently, this technique is based on parameters determined from
zero-offset CRS processing, which limits the accuracy of reconstructed traces for far offsets. Although
it is, in principle, possible to use parameters from the according finite-offset CRS, the determination
of eight parameters in this case compared to three for zero offset is considerably more demanding. In
this paper, we introduce a CRS parametrisation for the finite offset case that is not only more intuitive
than a previously-introduced formulation, but it also allows to predict offset parameters from the zero-
offset parameters. A generic example confirms the accuracy of the prediction, which is exact for
planar reflectors.

INTRODUCTION

Multiparameter stacking methods serve as important tools in applied seismics. In addition to providing reli-
able time images of the subsurface, they lead to additional information in terms of stacking parameters, the
so-called kinematic wavefield attributes. Over the past years, several operators have been introduced. They
all aim to describe the traveltime moveout in both midpoint and offset direction for reflected and diffracted
events with the highest possible accuracy. The most prominent operators are the shifted hyperbola (de Baze-
laire, 1988), the common reflection surface (CRS, Müller, 1999), multifocusing (MF, Gelchinksy et al.,
1999; Landa et al., 2010), and the recently-introduced i-CRS (Vanelle et al., 2010; Schwarz et al., 2014).
In this work, we focus on the CRS method.

A clear physical interpretation of the CRS parameters exists for monotypic waves in the zero offset (ZO)
case, where three parameters in two dimensions and eight in 3D describe the incidence/emergence angles
and curvatures of two hypothetical wavefronts at the CMP under consideration. A physical interpretation
for the finite offset (FO) case was introduced by Zhang et al. (2001, 2002).

The parameters are often determined with a ’pragmatic approach’ (Jäger et al., 2001), where each
parameter is initially obtained from a one-dimensional search procedure before a simultaneous optimisation
is carried out, using the parameters from the individual 1D searches as starting values.

Since a multidimensional search is computationally expensive, such an efficient strategy becomes more
important the higher the number of parameters is. This is particularly the case when the step from zero to
finite offset is taken or wave type conversion occurs. Then, the number of parameters increases to five in
2D and fourteen in 3D.

The results of the CRS method are the wavefield attributes that are useful for a large variety of potential
applications. In particular, the prestack data enhancement method by means of partial stacking introduced
by Baykulov and Gajewski (2009) have recently gained importance as it provides not only prestack data
with an improved signal-to-noise ratio but it is also a useful tool for data regularisation. So far, partial
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CRS relies on the ZO attributes even if finite offsets are considered. The quality of the resulting enhanced
prestack data would benefit from FO parameters, especially if larger offsets are considered.

Although a method for the prediction of FO-CRS parameters was recently suggested by Bauer et al.
(2014b) and Bauer et al. (2014a), it is only applicable in the presence of diffractions. In this work, we
introduce two steps toward a prediction of FO CRS attributes that are also valid for reflections. In the
first, we express the FO-CRS operator in a parametrisation that applies results from Zhang et al. (2001)
and Vanelle (2012). We arrive at similar results as Zhang et al. (2001), however, we follow a different
derivation, which leads to an operator that provides more physical insight than the traveltime formulation
by Zhang et al. (2002). Based on the hyperbolic traveltime equation introduced by Vanelle and Gajewski
(2002), we then derive expressions for the FO-CRS parameters for arbitrary midpoints and offsets in terms
of the ZO- or even FO-CRS parameters of a neighbouring CMP, thus allowing the extrapolation to another
offset.

Following the derivation of our FO-CRS traveltime parametrisation and the extrapolation of the at-
tributes, we investigate the applicability of the method. The expressions are exact for plane reflectors with
arbitrary inclination. Numerical studies in a simple model show that the method works well for curved
reflectors, too. Although the predicted parameters may not be as highly accurate for more complex models,
they can nevertheless provide starting values for the simultaneous optimisation and, therefore, improve
the efficiency of the search algorithm. Furthermore, the parameter determination can be carried out in an
iterative fashion.

METHOD

In this section, we introduce a FO-CRS traveltime expression with physically intuitive parametrisation
and suggest how the parameters can be estimated from ZO- or FO-CRS parameters of a neighbouring
CMP. For simplicity, we consider the 2D case in the derivation: while the derivation of the results for
the corresponding 3D situation is straightforward (based on, e.g., Vanelle and Gajewski, 2002), it is also
tedious and does not lead to new insights.

The general moveout equation

In source and receiver coordinates, the traveltime for an arbitrary source-receiver combination (s, g) in the
vicinity of an expansion point at (s

0

, g
0

) can be expressed by the general moveout (GNMO) equation, the
hyperbolic formula introduced by Vanelle and Gajewski (2002),

T 2(s, g) = (T
0

+ q �g � p�s)2 + T
0

(G�g2 � S �s2 � 2N �s�g) , (1)

where �s and �g are the distances of the source and receiver positions, respectively, to the expansion point,
i.e.

�s = s� s
0

, and �g = g � g
0

. (2)

The traveltime T
0

is that in the expansion point, i.e., from s
0

to g
0

. The coefficients in equation (1) are the
first- and second-order derivatives of the traveltime with respect to source and receiver coordinates, namely
the first-order derivatives,
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are the horizontal slownesses at the source and receiver, respectively. The second-order derivatives are
given by
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In midpoint and half-offset coordinates (xm, h), with

xm =
g + s

2
, and h =

g � s

2
, (5)
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and using �h = h� h
0

, �xm = xm � x
0

, equation (1) becomes

T 2(xm, h) =
�

T
0

+ (q � p)�xm + (q + p)�h
�

2

+T
0

�

(G� S � 2N)�x2

m + (G� S + 2N)�h2 + 2 (G+ S)�xm �h
�

. (6)

This expression is the general moveout equation in midpoint and half-offset coordinates. We will now
consider the zero-offset case and relate (6) to the ZO-CRS formulation.

Zero-offset: GNMO and CRS

In the zero-offset situation for monotypic waves, the traveltime expressions (1) and (6) must be symmetric
with respect to interchanging the source and receiver, i.e., changing the sign of h. Therefore, the following
relations apply:

q = �p and G = �S . (7)

Furthermore, we have h
0

= 0 and, therefore, �h = h. In conclusion, equation (6) reduces to
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. (8)

We now consider the ZO-CRS formulation (e.g., Müller, 1999),

T 2(xm, h) = (T
0

+ 2
sin↵

V
0

�xm)2 + 2T
0

cos2 ↵

V
0

�

KN �x2

m +KNIP h2

�

, (9)

where the angle ↵ is the incidence angle against the normal to the registration line, and V
0

is the near-
surface velocity. The curvatures KN and KNIP are the inverse of the radii RN and RNIP of the so-called
N- and NIP-wavefronts (see Figure 1). Comparing the coefficients in equations (8) and (9), we find that the
parameters of both expressions are related by

q =
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V
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=� p ,
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0

(KNIP +KN ) =� S ,

N =
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2V
0
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and accordingly,

KN =
V
0

cos2 ↵
(G�N) =

V
0

cos2 ↵
(�S �N) ,

KNIP =
V
0

cos2 ↵
(G+N) =
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. (11)

Finite-offset: GNMO and CRS

According to the zero-offset parameters in equation (11), we can formally express the common-offset
parameters in terms of the derivatives in equation (1). These are, like in the ZO case, emergence and
incidence angles as well as curvatures of fictitious wavefronts, which are generated at the reflection point
and explained in Figure 2. As for the ZO case, they can be written as sums and differences of G, S, and N .
In contrast to the ZO case, however, these waves are no longer normal to the interface, and neither does a
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Figure 1: The meaning of the ZO-CRS parameters ↵, KN and KNIP : KNIP = 1/RNIP is the curvature
of a wavefront emitted by a fictitious point source at the normal incidence point (NIP), KN = 1/RN is the
wavefront curvature of the fictitious so-called normal wave that would be generated normal to the reflector
by a region surrounding the normal incidence point, the common reflection surface (CRS), and ↵ is the
incidence angle. All parameters are considered at s

0

= g
0

= x
0

and h = 0.

normal incidence point exist. Therefore, we adopt the notation suggested by Zhang et al. (2002) and find
the following expressions for the resulting FO parameters:
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The last equivalence follows from the fact that there are only five independent parameters.
The common-offset CRS formula by Zhang et al. (2001) uses the Ks,g

CMP but not Ks,g
CO. Instead, it

introduces an additional parameter Kg
CS , which describes the curvature of a wavefront in a common shot

gather, evaluated at the receiver position. In conclusion, they present the traveltime expression
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Figure 2: The meaning of the FO-CRS parameters: Ks
CMP = 1/Rs

CMP (Kg
CMP = 1/Rg

CMP ) is the
curvature of a wavefront of a CMP experiment, measured at the source (receiver) position; Ks

CO = 1/Rs
CO

(Kg
CO = 1/Rg

CO) is the wavefront curvature of a wavefront of a common offset experiment, measured at
the source (receiver); and ↵s (↵g) is the emergence (incidence) angle at the source (receiver).

Instead of retaining the unintuitive �x2

m term, however, we suggest a traveltime expression for the FO
case that relates more closely to the ZO equation (6) than that by Zhang et al. (2001). Our modified FO
traveltime is given by

T 2

FO(xm, h) =



T
0

+

✓

sin↵g

Vg
� sin↵s

Vs

◆

�xm +

✓

sin↵g

Vg
+

sin↵s

Vs

◆

�h

�

2

+T
0



cos2 ↵g

Vg
Kg

CO � cos2 ↵s

Vs
Ks

CO

�

�x2

m

+T
0



cos2 ↵g

Vg
Kg

CMP � cos2 ↵s

Vs
Ks

CMP

�

�h2

+2T
0



cos2 ↵g

Vg
Kg

CMP +
cos2 ↵s

Vs
Ks

CMP

�

�xm �h . (15)

As a consequence of equation (13), the mixed term can also be expressed by the Ks,g
CO because

cos2 ↵g

Vg
Kg

CMP +
cos2 ↵s

Vs
Ks

CMP =
cos2 ↵g

Vg
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CO +
cos2 ↵s

Vs
Ks

CO . (16)

This follows again from the fact that there are only five independent parameters.
In the ZO case, we find that with Vg = Vs = V

0

↵g = �↵s =↵ ,

Kg
CMP = �Ks

CMP =KNIP ,

Kg
CO = �Ks

CO =KN , (17)

and the FO traveltime becomes the ZO traveltime described by equation (9).
Due to the symmetric structure and the more intuitive parametrisation, we suggest to use equation (15)

rather than (14). This advantage is particularly useful for the application to predicting FO-CRS attributes,
e.g., from known ZO parameters, which we address in the following section.

Prediction of wavefield attributes

Since we need to distinguish between actual, i.e., known, and predicted attributes in this section, we will
from now on denote the actual attributes with the subscript 0.
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Our approach to predicting FO-CRS parameters from ZO or FO parameters of a neighbouring CMP is
inspired by the ray propagator method (e.g., Bortfeld, 1989). Within this concept, the slownesses at sources
and receivers at s and g in a paraxial vicinity (e.g., Červený, 2001) of a source and receiver at s

0

and g
0

can be expressed by

p(s, g) = p
0

+S
0

�s+N
0

�g ,

q(s, g) = q
0

+G
0

�g �N
0

�s . (18)

This result stems from a first-order derivation with respect to the source and receiver position, respec-
tively, of the underlying parabolic traveltime approximation. It can be applied for the extrapolation of the
slownesses, e.g., from zero to finite offset or from one finite offset to another. An according extrapola-
tion for the second-order derivatives, however, fails because further spatial derivation of (18) only leads to
S(s, g) = S

0

, G(s, g) = G
0

, and N(s, g) = N
0

.

If, however, we assume a hyperbolic traveltime operator, we can not only derive expressions for the
first- but also for the second-order derivatives and apply these to extrapolate the coefficients.

For the derivatives of the hyperbolic traveltime equation in source-receiver coordinates, equation (1),
we find (including the traveltime as zero-order derivative),
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T
. (19)

In midpoint and half-offset, we find the according expressions for the prediction of the wavefield at-
tributes from one offset and CMP to another offset and CMP:
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For simplicity, we keep p and q to express the wavefront curvatures, i.e.,
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
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In these expressions, the traveltime T is given by equation (15).
For the special case of extrapolation from zero- to finite-offset, these expressions reduce to
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Again, we keep p and q to express the wavefront curvatures, i.e.,
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APPLICATION

R=1km

x0

V =2km/s z=1km

Figure 3: The generic model used in this study.

We have carried out a study with the generic model of a circular reflector in a homogeneous medium
for which traveltimes can be calculated analytically (see, e.g., Vanelle, 2013). The reflector and acquisition
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geometry are shown in Figure 3. A reflector radius of 1 km was chosen in order to evaluate the feasibility
for high reflector curvatures since, as stated above, the extrapolation is exact for planar reflectors.

Traveltimes were generated for midpoints between ±100 m from x
0

and for offsets up to 1 km. Wave-
field attributes were determined by numerical differentiation of the traveltimes according to Vanelle and
Gajewski (2002), who have shown that the first- and second-order coefficients can be determined with high
accuracy. Since a direct computation of the attributes was not possible for the offset case, we used these
values as reference for the comparison with extrapolated results.

We calculated the zero-offset parameters ↵, RN , and RNIP analytically and used these as input for
the extrapolation from ZO to offsets up to 1 km and midpoint deviations up to ± 100 m. The considered
midpoint range is smaller because whereas the CRS expression is assumed to be accurate for offset/target
ratios of approximately one, only few traces around the considered CMP should be taken into account.
Therefore, an extrapolation to these distances reaches the limit of the applicability of the CRS formulation.

Figures 4 and 5 show the relative errors of the first-order derivatives, i.e., the horizontal slownesses at
the source and receiver and the corresponding incidence and emergence angles, respectively. We recognise
that these coefficients were extrapolated with high accuracy within the investigated range.

Of the second-order derivatives in source-receiver coordinates displayed in Figure 6, the coefficients S
and G could be determined with higher accuracy than the mixed term N . For the wavefront curvatures,
we find in Figure 7 that the accuracy of KS,G

CMP is higher than that of KS,G
CO . This fact reflects that in

the ZO CRS, the corresponding parameter KN is the most unstable one. The reason is that, whereas ↵
is constrained to ± 45� for most geological situations, and RNIP is positive and of the magnitude of the
reflector depth, the radius RN and thus the curvature KN can vary between ±1. This problem can be
accounted for by a projection to the Riemann sphere (Mann, 2002), which we will, however, not elaborate
in this paper.

Altogether, we conclude that our method allows the extrapolation from ZO to the offset case with
reasonable accuracy even in the presence of the highly-curved reflector considered in our numerical case
study.

CONCLUSIONS AND OUTLOOK

We have introduced a new parametrisation for the finite-offset CRS. The resulting traveltime expression is
more intuitive than previous parametrisations and permits the prediction of finite-offset parameters from
zero offset or another finite offset. Whereas the expressions for the traveltimes as well as for the extrapo-
lated parameters are exact for planar reflectors of arbitrary inclination in a constant velocity background,
we have shown with a generic example that the prediction leads to parameters with good accuracy also for
curved reflectors.

This work was basically a feasibility study for the suggested method. Since we have now established
that the method leads to encouraging results, we will investigate the suitability of the predicted parameters
as input for finite-offset CRS stacking. Another important application is to use the predicted FO parameters
for partial stacking instead of the currently employed ZO parameters. Since the FO parameters will better
fit the data, in particular for higher offsets, we expect that the prestack data enhancement will perform
better with these parameters.
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Figure 4: Relative errors of the extrapolated first-order derivatives in source-receiver notation: horizontal
slownesses (a) at the source and (b) at the receiver.
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Figure 5: Relative errors of the extrapolated angles in source-receiver notation: (a) at the source and (b) at
the receiver.



Annual WIT report 2014 161

0
200

400
600

−100

0

100
−5

0

5

10

h (m)

Relative errors of S

∆ x
m  (m)

R
e
l. 

e
rr

o
r 

(%
)

(a)

0
200

400
600

−100

0

100
−5

0

5

10

h (m)

Relative errors of G

∆ x
m  (m)

R
e
l. 

e
rr

o
r 

(%
)

(b)

0
200

400
600

−100

0

100
−20

−10

0

10

h (m)

Relative errors of N

∆ x
m  (m)

R
e
l. 

e
rr

o
r 

(%
)

(c)

Figure 6: Relative errors of the extrapolated second-order derivatives in source-receiver notation: (a) with
respect to the source, (b) the receiver, (c) the mixed derivative.
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Figure 7: Relative errors of the extrapolated wavefront curvatures.
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