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ABSTRACT

In areas with topographic variations, acquisition and psséng of seismic data impose a real chal-
lenge upon geophysicists. Although there exist methoddjtesathe measured data to a flat datum,|it
is sometimes necessary or favored to migrate the data igifeam topography in order to get high-
quality migrated images. Kirchhoff migration is able to Hénthe irregular geometries and serves
therefore as a suitable tool to perform such a process. Hewvseveral important things must b
considered: Migration weights must refer to the actual gpaphic measurement surface and its logal
dip and need to honor the local acquisition geometry. Intaadia careful estimation of the velocity
model and, thus, the traveltime tables is necessary. Thestgek migration will not only produce
correct images but also enable further studies (e.g., AVélyais). In combination with the CRS
stack (ZO and FO CRS stack, CRS stack for rugged topograpigithe tomographic velocity mode
inversion, flexible pre- and poststack processing strategiie available.

D

INTRODUCTION

Migration is an important step in the processing of seismilection data. It should not only move reflec-
tion events to their correct spatial location but also gdkadiffractions into their corresponding scattering
points. While migration was often only an optional step ie #arly days of data processing, it is now
routinely applied and has become a central part in seismagiing. In the course of the years, migration
algorithms have much improved and migrated data serve reygaih addition to providing a structural
image, also for the estimation of macrovelocity models amahput for further analyses, e. g., amplitude
versus offset (AVO) or amplitude versus angle (AVA) studies

There exist several migration methods and a lot of impleatants, 2D or 3D, time or depth, prestack
or poststack (see, e. g., Yilmaz, 2001). All methods havaathges and disadvantages—a rather complete
overview is given by Gray et al. (2001). Among the generalhods$ are, for instance, finite-difference
migration, reverse-time migration, or frequency-wavebemmigration. One of the oldest but still most
frequently used methods is Kirchhoff migration.

The algorithmic framework of the latter has been laid by Hixgen (1954) who presented a graphical
migration scheme based on surfaces of maximum convexigwdik was later related to the wave equa-
tion and became familiar as “Kirchhoff migration” (Schneig1978). The name was chosen with regard to
the Kirchhoff integral which is used to describe the (ford)ggropagation of seismic waves within a given
depth model. Since the Kirchhoff integral by itself cannetused to solve the inverse problem, i.e., to
describe backward propagation, Kirchhoff migration wasdduced as its adjoint operation that describes
the forward propagation of the recorded wavefield in thensvdirection. This turns out to be a very good
approximation to backward propagation as long as evaneg@es can be neglected.

Kirchhoff depth migration treats each poihf on a sufficiently dense grid like a diffraction point. In
an a-priori given macrovelocity model, the relevant parthef Green’s function of a point source at any
single diffraction pointM/ in the depth domain is calculated. The kinematic part of @isen’s function
is the configuration-specific diffraction-traveltime saagé, also called “Huygens surface”. The amplitudes
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of the (filtered) input seismograms are stacked along thegelny surface and assigned to the depth point
M. This explains why the Kirchhoff migration scheme is alstiecha “diffraction stack”. If so desired,
the effect of geometrical spreading can be removed from thpubd amplitudes by multiplying the data
during the stack with a true-amplitude weight factor thatakculated from the dynamic part of the Green'’s
function.

Kirchhoff migration has a long tradition. Although a lot offdrent migration algorithms have been
developed in the last decades that might produce betteresné least in some scenarios), it is still a
competitive and widely investigated tool. The questionvidty? To answer this question, let us briefly
summarize some advantages of Kirchhoff migration:

e The kinematics of the method are easy to describe. As theredsnplete geometrical explanation
(see, e.g., Hagedoorn, 1954), we can gain an intuitive staleling of the method itself and its
pros and cons. Artifacts which might appear in limited-ayner Kirchhoff migration can also be
described in a geometrical way as shown by Hertweck et aQ1(R0

e There exists a firm mathematical treatment which providestisis for Kirchhoff migration. This
mathematical foundation was given by Schneider (1978) aritidr scientists in the following years.
The theory was later extended to provide not only kinembyibait also dynamically correct images
of the subsurface. Bleistein (1987) was one of the first dgaliith the theoretical formalism of what
is today know as true-amplitude migration. Hubral et al.9@Pand Tygel et al. (1996) provided a
complete unified theory to perform 3D true-amplitude setsreflection imaging based on Kirchhoff
migration and its asymptotic inverse process called deatim.

¢ Kirchhoff migration is able to handle laterally inhomogens media and provides (in a lot of cases)
reliable and accurate results while being efficient at timeestime.

e The method itselfis very flexible and allows target-orietfieocessing of seismic data. Furthermore,
irregular datasets and data recorded on a varying topogapheasily be handled by the algorithm.
The general principle allows to image dips in the subsurfhatare greater than 90 degrees, i.e.,
it can handle turning rays—however, this is also a questich@method utilized to calculate the
relevant Green’s functions.

Kirchhoff migration has, of course, also some drawbacks:

e Most implementations use an asymptotic high-frequency@apmation. Such an approximation
causes problems for the region that is within several wanghes of the source or receiver position,
i.e., we may face problems when imaging near-surface reffectHowever, this is only a minor
problem in practice and even for very shallow reflectorscKivoff migration is able to produce
reasonably good images.

e Multipathing may occur depending on the complexity of thecroaelocity model. Most Kirchhoff
migration implementations assume that there is only onsiplespath from a diffraction point in the
subsurface to a point at the measurement surface. Theteseri® extensions that can handle the
multipathing problem in Kirchhoff migration, at least folimited amount of ray paths (usually up to
three). However, this comes along with a noticeable iner@gasomputation time. The multipathing
problem may also be addressed by means of Gaussian beantiomdkll, 1990, 2001) that uses a
different approach than standard Kirchhoff migration bithwgimilar flexibility.

e Kirchhoff migration sometimes fails to image complex stures. This is closely related to the
traveltime tables used in the migration process. The acgurad the quality of the migrated image
strongly depends on the method used to calculate the Grieredion. There exist a lot of methods
and even more implementations to generate the traveltilegde. g., simple eikonal solvers or
kinematic and dynamic ray tracers) which expose differpaeds and accuracies. A summary and
an example based on the Marmousi model is presented by Artazlad. (1997).

e The operator aliasing problem is significant in Kirchhoffyration as we sum up discrete data along
a diffraction surface without regarding the frequency eoit It may happen that the steeper parts
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of the Huygens surface undersample the wavelet and, treimitfrated image severely suffers from
aliasing effects. Abma et al. (1999) and Biondi (2001) giyverafound description of the problem
and its possible solutions.

e The computational costs for the estimation of true-amgétweights in Kirchhoff migration are, in
general, high because several dynamic ray quantities aob/éd that must be computed in addition
to the traveltime itself. However, there exist some appneado overcome this problem: they are
either based on simple approximations of the complete draplitude weight factor (Peres et al.,
2001) or on the determination of the weight function fronvéiéimes only (Vanelle and Gajewski,
2002).

As shown by Gray (1998), most migration methods are accuvhem imaging regions of typical struc-
tural complexity. The differences are usually less thanuheertainty in estimating the velocity model.
Therefore, using much more expensive tools to increasectheacy by a small factor is not justified from
an economical point of view. Because of its accuracy andivel@heapness, Kirchhoff migration is a
workhorse in seismic data processing, especially for hagdlata measured on a surface with topographic
variations or irregularities.
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Figure 1: Seismic data processing flowchart. The different stepssarally carried out by different groups,
e. g., contractors, oil company processing groups, inktaion departments, or quality control teams [after
Farmer et al. (1993)].
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Strategies at Karlsruhe University

All data examples shown in the following section were prgeeswvithUni 3D, a Kirchhoff true-amplitude
migration program developed at Karlsruhe University arespnted in an article by Jager and Hertweck in
this issue. Together with the ZO and FO CRS stack programesésg., Bergler et al. in this issue) and the
tomographic velocity model inversion method based on CRE&ksattributes (see Duveneck et al. in this
issue), there exist flexible pre- and poststack processiatpgies. A general overview of processing steps
is given in the flowchart (Figure 1).

In order to test all our algorithms, synthetic earth modslsvall as pre- and poststack datasets are
created. CRS stack results may be easily compared to theufdmuodeled seismograms. The velocity
model obtained by tomographic inversion by means of CR& sttiibutes can be compared to the original
earth model. Both, the CRS stack results and the estimatddu@) velocity model, enter into the depth
migration which should then be able to recover a correct eredghe subsurface, either by pre- or poststack
migration. We are, thus, able to perform some of the mairsstégeismic data processing in a controlled
environment that allows to check the results and our soéw&eal data impose, of course, many more
challenges upon geophysicists and software developerpamu to synthetic data examples—however,
results cannot be checked and we need to know in advance tigoptos and cons and the reliability of
our algorithms. In the next section, special aspects of tigeation process and various data examples are
presented.

SPECIAL ASPECTS AND DATA EXAMPLES

One can find a lot of papers about different migration methaabvarious aspects concerning accuracy,
speed, or flexibility—however, one usually underestiméttesmportant but fundamental problem of find-
ing the correct velocity model for migration. Developingrexnely accurate migration algorithms makes
only sense if we are able to estimate the correct seismicitiels for migration. Duveneck (see his article
in this issue) presents a new way of estimating an initialnmaaocity model utilizing tomographic inver-
sion based on CRS stack attributes. In combination with tR& Gtack itself, prestack (depth) migration
and, afterwards, the update of the velocity model, we migidt fihne correct velocity model with only view
iterations.

To test our processing tools, a synthetic prestack datasetreated by means of dynamic ray tracing
for the model shown in Figure 3(a). The dataset consists @&0traces: 600 shots ranging from -2000 m
to 9980 m at = 0, and each shot with 100 receivers (offset range from 0 up80 9. The time sampling
is 4 ms, shot and receiver increments are 20 m. Noise was @mldedker to make the synthetic dataset more
realistic. This dataset entered into the ZO CRS stack thatymred a ZO section with 1201 traces and a
trace increment of 10 m. The result is shown in Figure 2(b)amdpared to a forward-modeled ZO section
with the same noise level as the prestack dataset (Figujk 2(@an clearly be seen that the CRS stack
produced a kinematically correctimage almost without @ois

In addition, several kinematic wavefield attributes (waoef curvatures, normal ray emergence angles)
associated with each simulated zero-offset sample camefdlié ZO CRS stack process. They entered
into the tomographic velocity model inversion (see thecltby Duveneck in this issue) that produced the
smooth, laterally inhomogeneous, isotropic velocity madi®wn in Figure 3(b). This inverted velocity
model as well as the true velocity model shown in Figure 3@)ewsed in the depth migration examples.

Poststack migration Figure 4 shows the results of poststack depth migrationed€RS stacked section
using the true (Figure 4(a)) and the inverted (Figure 4(B)peity model. Artifacts are mainly caused by
holes and missing diffraction events in the input seismegra-this is an effect of the ray tracing program
used to generate the input prestack data. The SEP eikomal $as utilized to create the traveltime tables.
The target zone ranges fram= —1500m tox = 8000 m andz = 200m to z = 3700 m. The increments
in the depth migrated images ate = 10 m anddz = 5m. The migration result obtained with the inverted
velocity model looks quite similar to the one obtained wiih true velocity model.

Prestack migration Further studies of the velocity model are possible whenkihgdhe image gathers
after prestack migration. Figure 5 shows the results oftpoksiepth migration using the true (Figure 5(a))
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(a) Forward-modeled ZO section (b) CRS-simulated ZO section

Figure 2: Zero-offset sections a) forward modeled by dynamic rayitigawithout diffraction events) and
b) simulated by means of the ZO CRS stack from noisy prestatzk d
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(a) True velocity model in m/s (b) Inverted velocity model in m/s

Figure 3: a) part of the true blocky velocity model corresponding te ithversion target zone; b) smooth
velocity model estimated by means of tomographic inversising CRS stack attributes. Colors denote
P-wave velocities in m/s.
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(a) Migration with true velocity model (b) Migration with inverted velocity model

Figure 4: Poststack migration from flat measurement surface usingeajrtie velocity model, and b)
the velocity model based on tomographic inversion. Artdaare mainly caused by holes and missing

diffraction events in the input seismograms—this is anaféé the ray tracing program used to generate
the input prestack dataset.

and the inverted (Figure 5(b)) velocity model. Artifacte anainly caused by holes and missing diffrac-
tion events in the input seismograms—this is an effect ofrélyetracing program used to generate the
input prestack dataset. The SEP eikonal solver was utitzedeate the traveltime tables. The target zone
ranges fromr = 0 m toz = 8000m andz = 200 m to z = 3700 m. The increments in the depth migrated
images arelxr = 20m anddz = 10m. All offsets up to 1000 m were stacked in order to produce the
pictures. The deeper reflectors would improve if all avadadifsets up to 2000 m were stacked—however,
this procedure (without muting) would result in a distortethge for shallow reflectors due to the pulse
stretch observed in the image gather (Figure 6).
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(a) Migration with true velocity model (b) Migration with inverted velocity model

Figure 5: Prestack depth migration for data measured-at0 using a) the true velocity model, and b) the
inverted velocity model. All offsets up to 1000 m were statkdter the migration process. The migration
artifacts are mainly caused by the missing diffraction ¢év@nthe input dataset.
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(b) Locationz = 4200 m

Figure 6: Image gather at ay = 1200 m and b)xz = 4200 m from the prestack depth-migrated image
using the inverted velocity model, see Figure 5(b). Mosh&vare perfectly flat.

Most events in the image gathers are flat, i. e., the invertexbgh velocity model is a good approxima-
tion of the true velocity model. If such a model is used as gistamodel in prestack migration, the best

detailed model can be found with only few iterations.

Migration from topography  These examples are, of course, idealized compared to realTtze prob-
lems of crooked lines, topographic variations and irregadguisition geometries have not been addressed
so far. To study some of these problems, a new prestack datasecreated for the model shown in Fig-
ure 3(a). However, the data was not simulated along theeeyrfa: 0 m but shots and receivers were placed
along a surface with topographic variations. The actuabgoaphy is shown in Figure 7(a), the modeled
zero-offset section in Figure 7(b). The prestack datasabisshown here—it has the same acquisition

parameters as the prestack dataset measured &tm.
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(b) Forward-modeled ZO section

Figure 7: a) topography of the measurement surface; b) zero-offsdbagforward modeled by dynamic
ray tracing (without diffraction events) on the measurehsenface with topographic variations.
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Figure 8 shows the result of prestack depth migration diréam topography. As before, artifacts are
mainly caused by holes and missing diffraction events inrpeat seismograms. The SEP eikonal solver
was utilized to create the traveltime tables. The targeézanges from: = —2000m tox = 10000 m and
z = 200mtoz = 3700 m. The increments in the depth migrated imageslare- 20 m anddz = 10 m. All
offsets up to 1500 m were stacked in order to obtain this pctlihe deepest reflector is flat and correctly
imaged, i. e., the handling of the topography in the migratiself and the creation of the traveltime tables
was successful.

Distance [km]
4

2 o 2

Depth [km]

Migration from topography, stack of offsets 0-1500m

Figure 8: Prestack depth migration directly from topography. Ofagt to 1500 m were stacked after the
migration process. The deep reflector is correctly imaged.

Amplitude comparison True-amplitude migration should be able to recover theemineflection coef-
ficients for reflectors in the migrated image, at least if wgleet transmission effects and other effects on
the amplitude. When working with topography, the questiow s whether it is better to fix the distance
between receiver groups to be equally spaced along the taploig surface or along the horizontal axis.
If we fix them along the topography hig, then the horizontal incremeg¥¢ will be irregular but always
less or equal ta\g. For this reason, the depth migrated images will in genesskéHess aliased noise
(Gray et al., 1999). To study the effect of irregularitie® wreated an irregular ZO section with 1006
traces for the model shown in Figure 3(a). The trace incrésnemdomly vary between 9m and 15m
with an average increment of 11.9m. This section was truplitude depth migrated using the true ve-
locity model; afterwards, the amplitude along the first tfie at a depth of about = 400 m was picked.
Figure 9(a) shows the theoretical values and picked ant@#dor two specific cases: a) migration was
performed with an average (constant) trace spacing; it tarlg be observed that the overall amplitude
behavior is correct. However, fluctuations occur which mhakther analyses difficult. The same holds
for reflector amplitudes after true-amplitude prestacktidempigration and might, thus, affect AVO or AVA
studies. b) migration was performed considering the adagal trace increments in the true-amplitude
weight function. This approach allows an almost perfeconstruction of the true reflection coefficients.
When working with topographic variations and irregular@isgion geometries, it is essential to honor the
local trace increments and topographic variations in otaget the best possible migration result.

CONCLUSIONS

Although established for a long time, the use of classicattioff migration is still justified and it consti-
tutes a workhorse in seismic data processing. Some of its athiantages and drawbacks were presented
in this paper. Especially when working with large datasetgularly measured along surfaces with to-
pographic variations, the target-oriented Kirchhoff naigwn approach shows its productive efficiency. In
combination with our time-processing tools such as ZO anddR® stack (which, in future, are also
available for datasets with topographic variations) aredpgtogram to estimate the velocity model based
on tomographic inversion, we have flexible software sohgifor the main processing steps in seismic
reflection data handling.
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Figure 9: Amplitude comparison for the first reflector after true-aitopple migration using a) an average
constant trace spacing and b) the local trace spacing ing¢ightfunction. The latter allows to reconstruct
the true reflection coefficient almost perfectly.
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